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Abstract 

In this paper we proposed a classification algorithm, that use two methods of machine learning called 

Singular Value of Decomposition that is basically dimensionality reduction method, that takes useful 

information/features from dataset (images) and the second is Linear Discriminant Analysis (LDA) is a 

method used in image processing, pattern recognition and machine learning to find a linear combination 

of features that characterize or separates two or more classes of objects or events. In addition, we apply 

this algorithm on large image dataset and further use for gender classification problem. For example, face 

recognition and classification between male and female will be applied. 
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1. Introduction:  

Image recognition and classification observe numerical properties of images features or pixels and then 

arrange it into groups. Classification algorithms have two types of processing, preparing phase and testing 

phase. In preparing phase, the features of image are segregated and then store that features and on this 

notable feature it classifies images. In the succeeding testing phase, the algorithm categorizes images 

through threshold line. The training phase is a serious part of the classification method. Classification of 

supervised learning is the algorithm selects an important pixel in image and based on these pixels it takes 

decision and classify it into groups. Unsupervised classification makes clusters of same data i.e. red color 

have different clusters. The following diagram shows the stages used in a predictable image classifier. 

Figure 1: Image classifier 

We have to train algorithms to classify the difference between data/images. In this work we have used 

two integrated algorithms, singular value decomposition which is used for dimensionality reduction and 

linear discriminant analysis (LDA) is used to classify two different classes. This type of classification is 

also called binary classifier. We train algorithm by several images contain in dataset and then test some 

images through these trained algorithms. A major role of the research is integrated solution of machine 

learning and image processing in same project. Earlier, the research work was only about image recognition. 

The goal of this project is to seal break of machine learning methods in image processing. This paper is only the 

work which makes to use the dataset of Cat and Dog but this work can be more suitable for classification of 

gender in humans. 

2. Materials and methods:  

The goal of this study is to use the conclusions and results obtained in a meaningful way based on the 

data and facts collected above, to improve the accuracy and success rate of algorithms. We have planned 

that the ultimate goal of learning algorithm is below: 

 Preprocess the given data or images. 

 Process image by processing methods to decrease the dimensions of image/data. 

 After image processing train the algorithms SVD and LDA to draw a threshold line between 

different classes and make a comparison graph. 

 After training the algorithms take new images which will completely different from training dataset 

to find accuracy, error and success-rate of test set.  
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 Proposed model for our method is:  

 

 

 

 

 

 

 

 

 

Figure 2: Proposed model 

 

3. Results and discussion: 

Load dataset that contains sample of Cat and Dog. Then train the algorithm on this dataset after that load 

test images which will be totally different from training images. Then test it and find the success rate and 

errors. The table 1
st
 shows overall testing and training data with success rate and error. 

Table 1
st
: Overall testing and training data 

Name of Variable Numerical data and size Name of Variable 
Numerical data and 

size 

Img. CAT Uint8 (80*4096) Cat R Double (32 * 32)  

Img. DOG Uint8 (80*4096) Dog R Double (32 * 32) 

CAT-wavelet  Double (80*1024)  Test R Double (32 * 32) 

DOG-wavelet Double (80*1024) Threshold line 18.2189 

K= No. of features 20 Success Rate 81.250 

Test images 16 Error Number 3 

 

This test is to check the trained algorithm that it works correctly or not. We allocate 16 images of two 

classes i.e. Cat and Dog to check that the algorithm is classifying it or not. Result will be totally different 

from previous outputs. 
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Figure 3: Features of histogram 

The histogram shows threshold line that classify images of cat and dog. The algorithm then get decision 

on test images that this image belong to cat or dog. 

 

 

 

 

 

The images that is not recognized by algorithm. 

 

 

 

 

 

 

 

 

Figure 3: Incorrect classified images 

Figure 3 shows the images are not recognized by algorithm. So, this is the error rate of our research work 

and it effects on our accuracy. 
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After the threshold value the ultimate outcome shows that what is the success rate and error rate. Error 

Number (EN) is the variance between Resultant vector (RV) and hidden label (HL). 

 HL:     0  0  0  0  0  0  0  0 1  1  1  1  1  1  1  1   

 RV:     0  1  0  0  0  0  0  0 1  1  0  0  1  1  1  1   

 Accuracy rate (AR): 3/16*100=18.75 

 EN= 3      

 Success rate (SR) in percent: 100 - (AR) = 100 – 18.75 = 81.25% 

We will check the test set on different features i.e. 10, 15, 20, 25, 30 but the better result is on 20 because 

20 is the medium selection and there is the better possibility to increase the accuracy by increasing the 

features but our accuracy is decreasing by increasing on features. Our result of features is given below: 

 

Table 2: Number of features and its result/accuracy 

Number of 

Features 

Result/ Accuracy 

% 

Number of 

Features 

Result/ Accuracy 

% 

10 81.250% 25 75% 

15 68.75% 30 75% 

20 81.25%   

  

4. Conclusion:  

The final objective of this study is to merge singular value decomposition (SVD) and linear discriminant 

analysis (LDA) algorithm for arrangement outcomes in, to classify well, having high precision and 

Minimum Squares problem / Least Error Rate. The accuracy of our algorithm is 81.25 %. The accuracy 

can be enhanced by, give high quality image and Increase the training data. In addition, we apply this 

algorithm on large image dataset and further use for gender classification problem. For example, face 

recognition and classification between male and female will be implemented.  
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